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Abstract—The Spectral FDTD scheme is combined with the
discrete-time time-domain vector fitting decomposition tech-
nique to analyze wide-angle ultra-broadband absorbers with
polarization-insensitive characteristics.

Index Terms—periodic bounday condition, oblique incidence,
Spectral FDTD, time-domain vector fitting, ultra-broadband
absorbers, polarization-insensitive

I. INTRODUCTION

Periodic absorbers are often required for several applica-
tions. Their characterization versus frequency often requires
numerical modeling. Thus, periodic boundary conditions
(PBC) are applied to simulate only one pattern rather than
the entire structure. For this purpose, the efficiency, wideband
and simple finite-difference time-domain (FDTD) method is
used to compute the electromagnetic (EM) fields. However,
PBCs for oblique plane wave illumination cannot be per-
formed with the standard FDTD scheme. A modified FDTD
scheme such as Spectral FDTD (SFDTD) [1] [2] method
is a good candidate because few changes are required to
adapt a FDTD solver and its numerical models. Moreover no
additional constraint is needed on the CFL criterion. However
the horizontal wavenumber is fixed with this approach and
not the incident angle. As a result, unwanted evanescent
and horizontal modes [1] are excited leading to a low
time convergence and then inaccurate spectral responses.
To overcome this problem, we propose to combine the
SFDTD method with the discrete-time time-domain vector
fitting (TD-VFz) [3] to identify the eigen-frequencies of the
periodic structure. In addition to efficiency solve the reso-
nance problem, the frequency versus wavenumber mapping
is straightforwardly transformed to frequency versus incident
angle one by using the TD-Vfz rational transfer function. To
validate the proposed method, angular-stable ultra-broadband
absorbers from literature with polarization-insensitive char-
acteristics are computed with the XLIM laboratory home-
made Temsi-fd solver [4]. For structures composed of a
dielectric substrate with constant complex permittivity, a
dispersive Debye model is designed by optimization process
to approach it over a desired wideband.

II. HYBRID SPECTRAL-FDTD/TD-VFZ METHOD

A. Spectral-FDTD review

Let us consider a (lx, ly) periodicity in the (x, y) directions
with a z-propagation of a Gaussian incident wave. First, an
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arbitrary azimuth angle is chosen to ϕ = ϕ0. Then, the
horizontal wavenumber depends on the angular frequency
ω = 2πf and the elevation angle θ as kh = ω sin θ/c0
where c0 is the speed of light in free space. The term kh
is fixed for one simulation of the SFDTD method. The
constant components kx and ky of the plane wave vector
k are deduced as a function of the azimuth angle and the
constant horizontal wavenumber

kx = kh cosϕ0, ky = kh sinϕ0. (1)

By fixing them, simple time-domain PBC are found for Ψ =
E or H

Ψ(x, y, z, t) = Ψ (x+mlx, y + nly, z, t) e
j(kxmlx+kynly),

(2)
where m and n are any integers. Then, SFDTD scheme
is exactly the same as the FDTD one with complex E-H
fields unknowns instead of real for the latter. We deduce by

the expression θ(ω) = arcsin
kh
k0

that different frequencies

correspond to different incident angles, and for a positive real
incidence, the condition k0 ≥ kh must be verified. In other
words, this is referred to the plane wave region if f ≥ fc
else to the evanescent wave region, where

fc =
c0kh
2π

(3)

is the cut-off frequency. When both the plane and evanescent
wave region are excited simultaneously by the SFDTD
method, surface waves are guided along horizontal directions
at some frequencies. Thus, the energy of a horizontal wave
continuously re-enters the computational domain through the
PBC instead of being absorbed by the top and bottom con-
volution perfectly matched layers (CPML) [1]. As a result, a
resonance behavior occurs: temporal data do not converge
and an accurate spectral response cannot be obtained by
discrete Fourier transform (DFT).

B. TD-VFz method in Matlab post-processing
To obtain a correct spectral reflection coefficient R, the

ratio between the input (excitation) and output (real part of
the reflected field) response is decomposed with TD-VFz [3],
as a rational transfer function

R(z = exp [jω∆t]) = d+

M∑
n=1

rn
1− z−1sn

, (4)

where d is a constant, rn and sn are the complex residues and
poles respectively and ∆t is the time sample. The TD-VFz



extrapolation algorithm is an iterative finding poles method:
conjugated complex poles are initialized inside the unit circle
(linearly distributed near the unit circle boundary) and the
new poles are deduced from an eigenvalue problem so-called
‘poles relocation’. When poles have converged, the residues
are obtained as the solution in the least squares sense of an
oversized linear system. An interesting point consists in the
eigen-frequencies identification. When (4) gives poles on the
unit circle boundary, resonances occur and eigen-frequencies
are identified.

C. Mapping R(0 < kh, f) to R(0 < θ, f)

The normal incidence case θ = 0° is trivial and corre-
sponds to kh = 0. To deal with oblique incident angles for
the frequency band [0 < fmin, fmax] and incident angle band
[0 < θmin, θmax] of interest, we first calculate the extremum
horizontal wavenumber as

khmax =
2πfmax

c0
sin θmax, khmin =

2πfmin

c0
sin θmin.

(5)
To compute the reflection coefficient as a function of the
incident angle, we run the FDTD simulation for the N
samples of kih with the fixed azimuth angle ϕ = ϕ0

kih = khmin + i
khmax

− khmin

N − 1
, i = 0, . . . , N − 1, (6)

by using (1) to determine the phase values in the PBC
formulation (2). Then, each kih sample is extrapolated by
the M-order TD-VFz algorithm to obtain the M residues
rin, the M poles sin and the constant di. After that, an
incident angle-reconstruction is applied. For a given angle
θmin < θj ≤ θmax, we compute the N frequencies

f i =
ckih

2π sin θj
, i = 0, . . . , N − 1. (7)

The reflection coefficient R evaluated at angle θj is calcu-
lated with the transfer function (4) for all frequencies f i

R(f i, θj) = di +

M∑
n=1

rin
1− exp [−j2πf i∆t]sin

. (8)

As frequencies are imposed by the formula (7), the Lagrange
interpolation is used to obtain the reflection coefficient at the
desired frequencies. Assuming a desired frequency f i ≤ f̃ ≤
f i+1, the reflection coefficient for the angle θj and frequency
f̃ is given by

R(f̃ , θj) =
f i+1 − f̃
f i+1 − f i

R(f i, θj) +
f̃ − f i

f i+1 − f i
R(f i+1, θj).

(9)

III. DEBYE MODEL TO APPROXIMATE A CONSTANT
COMPLEX PERMITTIVITY

A. One pole Debye model
Several metamaterials are specified by a constant complex

permittivity

ε = ε0 (ε′r − jε′′r ) , ε′r, ε
′′
r > 0. (10)

[5] proposed a dispersive one pole Debye model with a con-
ductivity parameter to approach it over a desired wideband.
Then, the Debye relative complex permittivity reads

εr = ε∞ +
εs − ε∞
1 + jωτ0

− jσ

ωε0
= ε′rdebye

− jε′′rdebye
, (11)

where ε∞ is the infinite frequency permittivity, εs is the static
permittivity et τ0 is the relaxation time. An efficient setting
of (11) over a desired wideband fmin to fmax is obtained
by adjusting the imaginary and real parts of (11) with (10)
at the frequencies fmin and fmax. For example for fmin

Kε′r = ε∞ +
εs − ε∞

1 + (2πfminτ0)
2 , (12)

Kε′′r =
(εs − ε∞) 2πfminτ0

1 + (2πfminτ0)
2 +

σ

2πfminε0
, (13)

where the approximation factor K > 1 should be close
to one. Two other equations follow by replacing fmin by
fmax and K by K2 = 1/K in (12) and (13). We obtain a
nonlinear system with four unknows ε∞, εs, τ0 and σ which
can be solved with the ‘fminsearch’ Matlab function. To de-
termine the optimum approximation factor K̃, ‘fminsearch’
is applied for several K between 1.001 and 1.2 with a step
∆K = 0.001. K̃ is determined when the error function E is
minimum i.e

E(K̃) = min
K
E(K), (14)

with

E(K) = max (||A(K)||L∞ , ||B(K)||L∞), (15)
A(K) = ε′rdebye

(K)− ε′r, (16)

B(K) = ε′′rdebye
(K)− ε′′r (17)

where the norm L∞ in (15) is taken on a 100 samples
discrete frequency interval of [fmin, fmax]. Finally, the
dispersive one pole Debye model now obtained, the JE
convolution (JEC) FDTD method [6] is used to compute the
EM fields in the unit cell.

B. Examples
1) Flame Resistant 4 (FR4): The FR4 relative permittivity

is given by
εr = 4.3− j0.025. (18)

For the FR4 case, we have ε′r = 4.3 and ε′′r = 0.025. We
want to find the four parameters ε∞, εs, τ0 and σ of (11)
to approach (18) over the frequency band fmin = 0.5 GHz
to fmax = 20 GHz. The minimum of the error function E
is attained for K̃ = 1.006 i.e our optimization process has
given this optimum approximation factor where the Matlab
function ‘fminsearch’ returns

εFR4
∞ = 4.26291, (19)
εFR4
s = 4.325977, (20)
τFR4
0 = 0.169.10−10 s, (21)
σFR4 = 6.0669.10−4 S/m. (22)

Fig. 1 and Fig. 2 respectively show the real part and
imaginary part of the Debye relative permittivity obtained
with the parameters (19)-(22). Very good agreement with
theory is observed over the desired frequency band.

2) Polymethacrylimide (PMI): The PMI relative permit-
tivity is given by εr = 1.06(1 − j0.005). For the desired
frequency band fmin = 3 GHz to fmax = 40 GHz, our
optimization process has given the optimum approximation
factor K̃ = 1.004 where the Matlab function ‘fminsearch’
returns εPMI

∞ = 1.052899, εPMI
s = 1.064432, τPMI

0 =
6.900626.10−12 s and σPMI = 6.41903.10−4 S/m.



0 2 4 6 8 10 12 14 16 18 20
4.27

4.28

4.29

4.3

4.31

4.32

4.33

Frequency (GHz)

R
ea

lr
el

at
iv

e
pe

rm
it

ti
vi

ty
Debye

Analytic

Fig. 1. Real part of the FR4 Debye relative permittivity compared with
theory.
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Fig. 2. Imaginary part of the FR4 Debye relative permittivity compared
with theory.

3) Polyethylene glycol terephthalate (PET): The PET
relative permittivity is given by εr = 3.0(1 − j0.06). For
the desired frequency band fmin = 3 GHz to fmax = 40
GHz, our optimization process has given the optimum ap-
proximation factor K̃ = 1.045 where the Matlab function
‘fminsearch’ returns εPET

∞ = 2.774121, εPET
s = 3.140665,

τPET
0 = 6.647.10−12 s and σPET = 0.02384704 S/m.

IV. NUMERICAL RESULTS

For the two numerical examples of this section, SFDTD
solver runs with a 2 ns simulation time and TD-VFz with
M = 20 poles and 10 iterations for the poles convergence.

A. PMI and PET absorber with resistive films

As shown in Fig. 3, the studied absorber [7] is composed
of three PMI substrates all separated by a PET film of
thickness tp = 0.175 mm covered by a resistive film. Note
also a metal ground simulated with perfect electric conductor
(PEC) to prevent the transmission of the EM waves. The
PMI and PET constant complex permittivities are approached
with a one pole Debye model over a wideband from 3
GHz to 40 GHz (the parameters are listed in section III-B).
The angular responses are deduced by the methodology of
section II-C for N = 100 samples of horizontal wavenumber

Fig. 3. Pattern geometry of the PMI (white) and PET (red) absorber with
resistive films (blue) [7]. t1 = 2 mm, t2 = 4 mm, t3 = 3 mm, tp = 0.175
mm, P = a1 = a3 = 14 mm, a2 = 12.5 mm.

kh with θmax = 60°. The FDTD spatial steps are ∆x =
∆y = 0.25 mm and ∆z = 0.125 mm except for a resistive
film or a PET substrate: a resistive film is represented by
one FDTD cell whereas a PET substrate by two FDTD
cells with ∆PET,film

z = 0.0875 mm. The parameters of
the resistive films are Rs1 = 800Ω/�, Rs2 = 450Ω/�
and Rs3 = 250Ω/� allowing the film conductivities as
σi =

(
Rsi∆

film
z

)−1
. Fig 4 and Fig. 5 show an absorption

rate better than 90 % under normal illumination for the
frequency band 4.5 GHz to 37 GHz approximately. At low
frequencies, more the incident angle increases and more the
absorption rate decreases but it remains above 80 % for both
TE and TM mode over the frequency band 8-38 GHz.

B. FR4 absorber with ITO films

The studied absorber [8] is composed of a FR4 substrate,
covered by thin indium tin oxyde (ITO) films. The unit cell
geometry is plotted in Fig. 6. The pattern is a Huygens
metasurface on three-layers slab impedance metasurface with
a metal ground sheet (PEC) to prevent the transmission
of EM waves. Dimensions and ITO film conductivities are
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Fig. 4. TE mode absorption curve for the PMI/ PET absorber.
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Fig. 5. TM mode absorption curve for the PMI/PET absorber.

Fig. 6. Pattern geometry of the FR4 (blue) absorber with ITO films (yellow)
[8]. h1 = 21 mm, g = h2 = 2.5 mm, w = 20 mm, h3 = 3 mm, l1 = 8
mm, l2 = 35 mm, l3 = 39 mm, σ2 = 6.7× 104 S/m, σ1 = σ3 = σ4 =
2.0× 105 S/m.

optimized to promote a high absorption rate. The FR4
constant complex permittivity is approached with a one pole
Debye model over a wideband from 0.5 GHz to 20 GHz
(the parameters are listed in section III-B1). The angular
responses are deduced by the methodology of section II-C
for N = 100 samples of horizontal wavenumber kh with
θmax = 60°. The FDTD spatial steps are all equal to
∆ = 0.25 mm. Note that to simulate the d = 50 nm thin
conductive ITO films, an equivalent conductivity is applied
on one FDTD cell i.e σcell

i = σi.d/∆z . Fig. 8 shows that
this absorber can achieve an absorption rate better than 90
% over an ultra-broadband 1-18 GHz for the TM mode and
for many incident angles. However for the TE mode, the
absorption rate is a bit deteriorated at high incidence but
remains superior to approximately 75 % over 1-18 GHz as
shown in Fig. 7.

V. CONCLUSION

The Spectral FDTD scheme combined with the TD-VFz
decomposition is an efficient hybrid approach to analyze
periodic structures excited by oblique incident plane waves
without reducing the CFL stability criterion of the FDTD
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Fig. 7. TE mode absorption curve for the FR4/ITO absorber.
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Fig. 8. TM mode absorption curve for the FR4/ITO absorber.

method. The dispersive Debye model is successfully de-
signed with optimization process to simulate two efficient
absorbers.
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