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Prediction of Lightning Currents on Fastening
Assemblies of an Aircraft Fuel Tank With

Machine Learning Methods
Paul Monferran , Charles Guille-Escuret, Christophe Guiffaut , Member, IEEE,

and Alain Reineix , Member, IEEE

Abstract—An important challenge for the aircraft industry con-
sists to predict the currents on the fastening assemblies in order
to avoid sparking, which can lead to accident, especially for fuel
tank fasteners. In the literature, it has been demonstrated that
the contact resistance plays a major role in the current path on
fasteners. Nevertheless, these contact resistances cannot be well
determined and vary greatly. As a result, the prediction of current
must be done in a statistical way. Usually, it requires several aircraft
simulations with several set of contact resistances, which represents
a significant computational cost. This article proposes a machine
learning model, which allows us to predict the currents in the
fastening assemblies of an aircraft fuel tank in a few seconds.
This model is built from a database of FDTD simulations of the
aircraft fuel tank in the lightning frequency range 100 Hz to
1 MHz. The FDTD modeling is depicted in detail in this article
based on previous work. From this database, several machine
leaning approaches are explored (k-nearest neighbors, support
vector regression, XGBoost, and a neural network). As a result
of this study, XGBoost presents the best performances. Further
investigations using XGBoost highlights the ability of the model to
predict well the current for most fasteners and frequencies, even
with a small amount of simulations as training data. Moreover, the
proposed model allows us to perform a parametric analysis, which
underline the ability of the model to provide results in agreement
with the physical effects of the issue (current paths, resistive effects,
inductive effects, etc.). The results presented are promising for the
use of the proposed methodology in the aeronautical industry.

Index Terms—Aircraft fuel tank, fastening assemblies, lightning
currents, machine learning methods, parametric analysis.

I. INTRODUCTION

THE prediction of the lightning currents on fastening as-
semblies of an aircraft fuel tank is a huge challenge for

the aeronautic industry. Indeed, an accurate fastening lightning
current estimation on an aircraft fuel tank could be useful
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in order to prevent aircraft accident. Undoubtedly, when the
lightning current is flowing through fasteners a sparking can
occurs and can lead to some accident in particular in the fuel
tank area [1], [2]. Nevertheless, only few fastener models are
proposed in the literature [3], [4], [5], [6], [7], [8], [9]. The
proposed models represent fastener as a circuit model where all
the contact resistances are taken into account [3], [5], [8] or with
a simplified circuit with an equivalent resistor [4], [6], [7], [8],
[9]. The shared issue of these models is that the main parameter
cannot be accurately determined. Hence, the models found in the
literature usually use nominal values around few milliohms for
these contact resistances, which lead to an inaccurate estimation
of the current flowing through fasteners. The variability of the
resistive parameter has been proven to be high [5], [7], [10].
In particular, in [7], the results of the proposed model defined
from a measurement database highlights that the variation of the
contact resistance can lead to several tens of decibels variation of
the fastening lightning currents. Thus, a statistical approach has
been chosen in order to solve this issue in previous works [7], [8],
[9]. Merging a well-chosen uncertainties model with an FDTD
fastener model, lightning current measurement are surrounded
by simulations [9]. This approach presents good results in terms
of modeling. Nevertheless, this kind of approach has some
drawbacks. In particular, it requires an important number of
simulations in order to propose an accurate surrounding. Hence,
the process is a probabilistic estimation, which can have an
important cost in terms of computing resources. Furthermore, in
practice, the aeronautic authorities mainly deal with the worst
case and most likely occurring case. These cases are difficult
to identify due to the huge variability of the contact resistance
values and the complex relationships between the different
elements. Moreover, in such a scenario, the FDTD approach
is not appropriate to do a parametric study, such as evaluating
the effect of the fastener mapping or the materials conductivity.
In this work, we consider machine learning methods to tackle
these challenges. Indeed, machine learning approaches may
provide a fast and computationally efficient way to predict
the lightning currents while also facilitating parametric studies
through tools depending of the chosen model. To the best of
authors’ knowledge, such methods have never been applied to
this setting, thus, we propose a thorough preliminary study of
the potential of well-known machine learning algorithms. We
start by creating a dataset made of 2000 FDTD simulations,
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TABLE I
FUEL TANK ELEMENTS CONDUCTIVITIES

Fig. 1. Photography of the fuel tank under test in an attachment mode [9].

described in further details in Section II-C. We then compare the
performances of a variety of standard machine learning models
for regression, and discuss their respective advantages in Section
III-A. Finally, we propose a detailed analysis of the failure modes
and behavior of the most promising method, and we discuss its
practical potential in predicting lightning currents on fastening
assemblies in Section III-B.

II. PROBLEM PRESENTATION

A. Fuel Tank Overview

The studied object, presented in Fig. 1, is a fuel tank designed
for lightning certification by Dassault Aviation. This fuel tank
has been yet studied and has been depicted in [9]. Hence, only
the useful details for this article are presented. This fuel tank of
174 × 117 × 21 cm3 dimensions is built with several elements
as ribs, panels, wedges, spars, fasteners, etc. This fuel tank is
composed with five different materials: a composite material
for the panels, another composite material for the spars, 6062
aluminium alloy for the wedges and ribs, a 815 g·m−2 copper
mesh (ECF815), and a 195 g·m−2 copper mesh (ECF195) for
the extended copper foils (ECF). The mapping of these elements
is depicted in Fig. 2. Table I sums up the standard conductivities
associated to each fuel tank element. Moreover, the fuel tank is
constituted with 260 fasteners. All the fasteners used to screw
together the elements are identical. At each interface (panel/rib,
spar/panel, etc.), the current can flow only through the fasteners.
Furthermore, the lightning injection is applied with an attach-
ment mode, which means that the current is directly injected on
a specific fastener.

As mentioned in Section I, the aim is to predict the simulated
lightning currents. Therefore, a modeling of the fuel tank is

Fig. 2. Fuel tank CAD [9]. At top, full CAD. At bottom, CAD without panels.

proposed. The FDTD method has been chosen as simulation
method because of its reliability in this context [8], [9], [11],
[12]. The FDTD mesh of the fuel tank is shown in Fig. 3. As we
can see in this figure, the fuel tank and the test bench equipment
are represented. Furthermore, we choose the same simulation
parameters as [9] because they have proven their relevance
for this fuel tank modelling. Thus, the computational volume
without the perfectly matched layers (PML) is 185 × 152 × 122
cells with a 1.5 cm cubic step mesh, the PML [13], [14], [15]
are used as boundary conditions, the plates are represented with
the low frequency thin-plate-model [16], [17], [18]. The ground
wires radius is 4.5 mm and the wires resistance per unit length
is fixed to 0.26 mΩ/m while the lumped resistance between the
ground wires and the plates is fixed to 5 mΩ. In addition, the
same fastener model used in [9], which is a wire with a lumped
resistance inside a low-conductive plate, is applied. Moreover,
for the fastener that receives the lightning injection, we use
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Fig. 3. Fuel tank FDTD mesh in an attachment mode [9].

Fig. 4. Illustration of the direct scheme with one cell shift.

the most efficient fastener model called direct scheme with one
cell shift in [9], which represent better the real position of this
fastener. Indeed, this model has been demonstrated as the most
relevant for the lightning current prediction in comparison with
measurement. With this model, all the injected current flows
through the fastener that receives this injection and the location
of this fastener is one FDTD cell shift, as shown in Fig. 4. Finally,
the FDTD simulation is performed with the homemade code
TEMSI-FD [19] using a Gaussian waveform as source for 1000
frequencies between 100 Hz and 1 MHz, which is an appropriate
frequency range for lightning issue. The Gaussian waveform is
used rather than an A-type waveform in order to reduce long time
simulation. Furthermore, we note that the simulated currents in
the frequency domain are rescaled in the range [0,1]. Indeed,
TEMSI-FD provides the normalized responses Ssimulation

normalized(f) in
the spectral domain computed as follows:

Ssimulation
normalized(f) =

Ssimulation
solution (f)

Ssimulation
source (f)

(1)

Fig. 5. Flowchart of the post-treatment used in [9].

where Ssimulation
solution (f) is the initial solution in the frequency do-

main and Ssimulation
source (f) is the Fourier transform of the source

time waveform. Thus, the normalized solution Ssimulation
normalized(f)

corresponds to the calculation provided by a frequency solver
that would have applied a source of unity amplitude over the
entire frequency band. In the following, the normalized data
Ssimulation

normalized(f) are considered as theoretical results are not com-
pared with measurements. However, if we want to get back
to realistic lightning data (with specific lightning waveforms),
the same post-treatment process used in [9] can be performed.
Indeed, we can apply a Fourier transform on a realistic injected
current, which is usually measured in the time domain. Hence,
the resulting signal Smeasure

source (f) in the frequency domain is mul-
tiplied by Ssimulation

normalized(f) to derive

S(f) = Smeasure
source (f)× Ssimulation

normalized(f) (2)

with S(f) the simulated current signal with the measured light-
ning source in the frequency domain. Finally, the time domain
signal S(t) can be obtained by applying an inverse Fourier
transform of S(f). This allows a direct comparison between
numerical results and measurements in the time domain. This
procedure applied in [9] is illustrated in Fig. 5.

B. Machine Learning Interest

As mentioned in Section I, previous works [7], [8], [9]
proposed a stochastic lightning current estimation surrounding
measurement with simulations. This approach is interesting
when the number of different parameters (fastener resistance,
fastener location, material conductivity, etc.) is not important,
otherwise the number of simulations must be huge in order
to obtain an accurate prediction. Therefore, machine learning
methods are more appropriate to solve a parametric issue. In
particular, the aim of this article is to propose a straightforward
machine learning model, which can predict accurately the light-
ning fastener currents, which are the outputs, from several inputs
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depicted in the following section. Obviously, such a model main
benefit over a simulation is to give a fast response regardless of
the inputs. Hence, the model response should be much faster
than a simulation and less expensive in terms of computing
resources. Thus, as long as we are confident in the simulation
modeling, such a model could be really useful for the lightning
fastener currents analysis, as for instance, to determine the most
important parameter for the lightning currents distribution, to
evaluate current paths, to detect local effects, etc. Nevertheless,
in order to obtain this kind of model, a simulation database
should be performed. The following section depicts the proposed
database.

C. Database Description

The database is constituted with 2000 simulations with 264
variables, which are the 260 fastener resistances and 4 material
conductivities. Thus, for each simulation, each lumped resis-
tance takes a stochastic value drawn from the log-normal law
used in [9] because this law has been proven as appropriate
for this modeling. Moreover, except for the ribs and wedges,
the elements conductivities take a random value drawn from a
uniform law in the range ±102 S.m−1 from the nominal values
of Table I. Indeed, we consider that the 6062 aluminium of
the ribs and wedges is much more stable than the composite
elements conductivities. For each simulation, we would like to
predict each fastener current module at each frequencies, i.e.,
260 × 1000 outputs (number of fastener, number of frequency).
We split the 2000 simulations into 1600 training and validation
simulations, and 400 test simulations that are reserved only for
the final performance evaluation.

D. Machine Learning Approach

From a machine learning perspective, this problem has the
following two particularly significant properties.

1) The extremely low-data regime, with a database com-
prised of only 1600 training simulations despite relatively
high-dimensional inputs (264 dimensions).

2) The unusually large number of output dimensions:
260 000.

While such high-dimensional output may be challenging from
a computational perspective, we show that it remains reasonably
feasible. Moreover, for practical purposes it may be sufficient to
predict only a subset of the output, for instance, by subsampling
the frequencies.

We explore the performances of the following four well-
known machine learning models.

1) K-Nearest Neighbors: k-nearest neighbors [20] is not par-
ticularly suited to this problem due to its high sensitivity to the
input dimension and dataset size. However, we use it as a simple
baseline and indicator of the difficulty of the problem. Through
cross-validation, we find k = 3 to be the best tuning.

2) Support-Vector Regression (SVR): Support-vector ma-
chines [21] are some of the most robust supervised classification
algorithms. Although they are linear models, the kernel allows
us to use them for nonlinear classification. We propose to use
their adaptation to regression problems, i.e., SVR [22]. Due to
the sensibility of algorithms to scale, we normalize both the

training inputs and outputs. At test time, we apply the same
transformation to test inputs, and apply the inverse transforma-
tion to the model output, to recover the original scale. Through
cross-validation, we find that the radial basis function kernel is
the most suited among usual kernels, and find ε = 0.1 and the
regularization parameter C = 1.0 to be optimal. Due to SVR
being naturally a single-dimension predictor, we independently
train a separate model for each desired output dimension.

3) Xgboost: XGBoost [23] is a decision tree ensemble learn-
ing library that can be leveraged for either classification or
regression. It uses gradient boosting to learn an ensemble of
decision trees. XGBoost became well-known for winning a
large number of machine learning competitions, and has been
particularly dominant on tabular and structured data. In our
setting, the input is tabular and corresponds to independent
parameters with interpretable physical meaning, which makes
XGBoost particularly suited and likely to perform competitively.
Additionally, while tree forests are more difficult to interpret
than single trees, recent tools have been developed to analyze
the impact of input parameters with boosted tree models, such as
SHapley Additive exPlanations (SHAP) [24]. Similarly to SVR,
XGBoost is not naturally suited for multidimensional prediction,
so we train an independent model for each output dimension.

4) Neural Networks: In recent years, deep learning has
achieved spectacular breakthroughs in a wide range of applica-
tions [25], [26], [27], [28], in particular with high-dimensional
unstructured data, such as images and text. Despite these suc-
cesses, neural networks have generally remained behind boosted
tree approaches for structured tabular data [29], and thus, may
not be well-suited for our problem. However, they present the
significant advantage of naturally performing multidimensional
regression with negligible additional compute, and are capable
of sharing learnt features across outputs. Similarly to SVR, we
normalize training inputs and outputs. At test time, we apply the
same transformation to input and the inverse transformation to
the model output in order to recover the original scale. Using 400
of the training samples as validation, we tune the architecture
of a fully connected multi-layer perceptron (MLP) with batch
normalization [30], ReLU activations [31], and optimized with
stochastic gradient descent [32] with momentum (SGD-m). The
architecture search spans from 2 to 8 hidden layers, 1.2× 105

to 5× 106 hidden layer parameters and 128 to 1024 last layer
parameters per output dimension. Unsurprisingly given the small
number of training samples, we find that a two-layer architecture
with 2× 105 hidden layer parameters works best. We also tune
the learning rate α = 5× 10−3 and momentum β = 0.9. We
optimize over 100 epochs with early stopping on the validation
set.

III. RESULTS

A. Methods Performances Comparison

In order to get interpretable results, we report the following
two metrics of performances for output j

1) the relative error:

REj =

∑
i≤n |ŷ(j)i − y

(j)
i |

∑
i≤n |y(j)i |

(3)
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Fig. 6. Relative error averaged over frequencies for each fastener.

TABLE II
AVERAGE COEFFICIENT OF DETERMINATION AND RELATIVE ERROR

where ŷ
(j)
i and y

(j)
i are, respectively, the predicted value

and the ground truth of output j of the ith sample where
n is the total number of experiments. In the following, the
currents computed by the FDTD simulations are taken as
the ground truth.

2) The coefficient of determination

R2
j = 1−

∑
i(y

(j)
i − ŷ

(j)
i )2

∑
i(y

(j)
i − ȳ(j))2

(4)

with ȳ(j) the mean value of output j across samples and the
same notations.

The relative error gives an indication of how close predictions
are to target values and, thus, of the practical potential of a
model. Perfect prediction corresponds to a relative error of 0.
In contrast, the coefficient of determination is a measure of the
proportion of the target variance that is captured by the model.
In particular, perfect prediction corresponds to R2 = 1, while
consistently predicting the mean value ȳ corresponds toR2 = 0.
It is possible for a model to have negative R2, which means we
are not even predicting ȳ. These two metrics are complementary
as the relative error gives an indication of prediction accuracy
across different scales, while the coefficient of determination
gives an indication of how much information the model is able
to extract from the input. For each considered model, the R2

and the RE averaged over all output dimensions (i.e., over all
frequencies and fasteners) are reported in Table II.

Unsurprisingly, XGBoost achieves significantly better per-
formances on our task of interest. This is consistent with the
behavior observed on other tasks with structured tabular data.
We now propose to thoroughly analyze the performances of
XGBoost across fasteners, frequencies, and experiments.

B. XGBoost Performance Analysis

To preserve brevity and clarity, we will now focus solely on
relative error as a performance metric.

In order to better understand XGBoost performances, we
illustrate in Fig. 6, a 3-D representation of the fuel tank with
the relative error for each fastener, averaged over frequencies.
In order to compare Fig. 6 to Fig. 3, both figures have been
drawn in the same axis, which means that the lightning injection
is performed in the fastener 49. Furthermore, for the following
figures in this article, we do not present the results for the fastener
49, which is not sensitive to parameter variation due to the
modeling. First, we note that the quasisymmetry of the physical
issue obviously occurs in the results. Furthermore, Fig. 6 shows
that the prediction of the currents close to the injection (fasteners
43 to 56 and 99 to 112) or close to the ground return (fasteners 1
to 14 and 57 to 70) are very well predicted with a relative error
less than 5%. This is also usually the case for the currents of the
fasteners between the panels and the spars while the fasteners
between the ribs and the spars are generally the hardest to predict.
It could be due to the current waveforms (usually with several
resonances), which are more difficult to learn on these fasteners
because of their particular positions. In additon, Fig. 7 shows the
relative error as a function of fastener number and frequency,
and as a function of either one when averaged over the other.
This figure highlights the ability of the model to predict well the
currents for most fasteners except for the very low frequencies.
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Fig. 7. Relative error as a function of fastener number and frequency (top), as a function of fastener averaged over frequencies (bottom left), as a function of
frequency averaged over fasteners (bottom right).

We suppose that is due to the complex relationship between the
input parameters and the output at low frequency. Indeed, at very
low frequency, the current paths are mainly led by the resistive
effect. As a result, many input parameters have significant impact
on the output. On the other hand, at higher frequency the current
is mainly driven by the inductive effects, which concentrates
the impact on fewer input parameters. This assumption based
on the physics is explored in the following of this article
(see Section III-C). XGBoost is capable of focusing most of
its model capacity toward highly impactful input dimensions
and to ignore irrelevant ones, resulting in a problem of lower
effective dimensionality at higher frequency, and thus, in better
predictions, especially in such a low data setting. Conversely,
it is very hard for the model to generalize well the behavior
at very low frequencies with our few number of training data.
Increasing the amount of training data could greatly improve
accuracy especially for the very low frequencies.

To go into further details, we also focus on the following
three specific frequencies: 100 Hz, 500 kHz, and 990 kHz,
respectively, representing the lowest frequency, the middle of the
frequency range, and one of the highest frequencies. Similarly,
we focus on three specific fasteners, corresponding to positions
75, 130, and 160. These fasteners were chosen for the variety of
their positions within the fuel tank. Indeed, as shown in Fig. 8,

the fastener 75 represents the link between panel and rib while
fastener 130 links rib and spar, and, fastener 160 screws together
panel and spar. Fig. 9 shows the relative error over positions
for each of these three frequencies, and the relative error over
frequency for each of these three fasteners. For the 3 fasteners
taken into account, we note the same behavior with an accuracy
in terms of prediction increasing rapidly with frequency. This
behavior is independent of the chosen fastener as illustrated in
the bottom plots of Fig. 9. Indeed, this figure highlights the
difficulty to predict the current at 100 Hz with a relative error
of less than 10% except for the fasteners close to the injection.
However, this accuracy is achieved increasing the frequency for
most fasteners. Overall, we obtain relative errors of less than,
15% at 500 kHz, and 10% at 990 kHz, for 250 fasteners of 260
fasteners.

Finally, we directly illustrate the quality of our model’s pre-
dictions. Fig. 10 shows the predicted current versus ground truth
for each test experiment. Points closer to the line correspond to
better predictions. Obviously as shown previously, it is particu-
larly hard to predict at 100 Hz. Fig. 10 shows this is mostly due
to the model failing to predict unusually large target values at
this frequency. At higher frequencies, XGBoost performs very
well and successfully approximates target current. In particular,
we note that the prediction is accurate regardless of the current

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: IFSTTAR. Downloaded on May 12,2023 at 12:35:24 UTC from IEEE Xplore.  Restrictions apply. 



MONFERRAN et al.: PREDICTION OF LIGHTNING CURRENTS ON FASTENING ASSEMBLIES 7

Fig. 8. Illustration of the main parameters around the observation points (in red).

Fig. 9. Relative error as a function of frequency (top), for fasteners 75 (left), 130 (middle), and 160 (right) and as a function of position (bottom), for frequencies
100 Hz (left), 500 kHz (middle), 990 kHz (right).

amplitude at high frequencies, unlike very low frequencies. In
addition, Fig. 11 shows the predicted current versus ground truth
for a specific test sample chosen at random (here experience
179), either as a function of frequency for a specific fastener,
or as a function of position for a specific frequency. For the
three chosen fasteners (top plots), the predicted and simulated
currents are in a good agreement except for the first frequency.
Moreover, over all fasteners for the three selected frequencies
(bottom plots), we obtain a very good agreement between the
predicted and simulated currents. Furthermore, we also note
that obviously the high currents are mainly located close to the
injection as it has been still mentioned in [10].

C. Parameters Impact

The interpretable nature of regression trees allows us to
analyze the impact of the input parameters on the model’s
predictions. Since forests are more difficult to directly interpret
than single trees, we follow SHAP [24]. Fig. 12 shows the SHAP
figures for fasteners 75, 130, and 160, at frequencies 100 Hz,
500 kHz, and 990 kHz. Each figure describes the impact of the 8
most impacting input parameters on the model predictions. For
each feature F, each point corresponds to a single experiment.
The color of the point describes whether the value of F is higher
or lower than average in that specific experiment. Its position
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Fig. 10. Predicted values versus ground truth for fasteners 75 (left), 130 (middle), 160 (right), and for frequencies 100 Hz (top), 500 kHz (middle), 990 kHz
(bottom). The line corresponds to perfect predictions.

Fig. 11. Predicted value versus ground truth for test sample 179 as a function of frequency (top) for fastener 75 (left), 130 (middle), 160 (right), and as a function
of position (bottom) for frequency 100 Hz (left), 500 kHz (middle), 990 kHz (right).
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Fig. 12. SHAP plots for fasteners 75 (left), 130 (middle), 160 (right), and for frequencies 100 Hz (top), 500 kHz (middle), 990 kHz (bottom).

on the x-axis (called shapley value) describes how much the
knowledge of that feature has impacted the model’s output
(for a rigorous description of the computation, which averages
the marginal contributions of F over all coalitions of features
containing it, we refer to [24]). Intuitively, the more a point is on
the right (resp. left) of the x-axis, the more the knowledge of that
feature has increased (resp. decreased) the model’s prediction.

For instance, we observe that unsurprisingly, the resistance
of a fastener is strongly negatively correlated with the current
measured in this fastener: low resistance (blue points) increases
the model prediction (high x-axis value) while high resistance
(red points) decreases the model prediction (low x-axis value).
From a physical standpoint, it means that the lower the fastener
resistance, the higher the current, and vice versa.

Fig. 12 highlights that the primary fastener parameter (its own
resistance) always plays a major role in the current distribution
in the fastener. Indeed, it is the most impacting parameter for
the fasteners 75 and 160 whatever the frequency. While for the
fastener 130, we note that the resistance is the most impacting
parameter at low frequency whereas at higher frequency, it is
the second impacting parameter after the conductivity σ1, which
corresponds to the conductivity of the spars as shown in Tables I.
In addition, it can be seen that the impact of σ1 is more important
for the lower values of σ1. We explain these results by the
location of the fastener 130 and several physical phenomena
(resistive effect, inductive effect, and skin effect). Indeed, the
fastener 130 ensures the current flow between a rib and a spar, so
this fastener is directly dependent on the conductivity of the spar.
Moreover, at high frequencies, the inductive effect increases, the
current lines repel each other and the current spreads to the ends
of the conductor. Inductive effects of the conducting surfaces

bring back dominant reactance on the distributed impedance of
these ones at high frequencies. This inductive reactance become
widely superior to surface resistivity and also skin effect. Then,
it has the strongest influence on the distributed current and above
all attenuate the effect of local fastener contact resistances [9].
Since the fastener 130 is located on the edge of the fuel tank and
the inductive effect is correlated to σ1, σ1 has a major impact at
high frequencies.

Furthermore, Fig. 12 shows that, overall, the conductivity of
the materials has a significant impact on the current paths even at
low frequency. The associated conductivities taken into account
for each fastener are of course related to the considered fastener
location. For instance, for the fastener 160 located on the edge of
the fuel tank in the copper mesh ECF815 withσ4 as conductivity,
we can interpret the results at 100 Hz as follow: if the panel
conductivity (σ2) and the copper mesh ECF195 conductivity
(σ3) are high while the copper mesh ECF815 conductivity
(σ4) is low, then the current in fastener 160 will be higher.
This interpretation is intuitive from a physical point of view.
Moreover, Fig. 12 highlights also some nonmonotonous effects
due to the complexity of the issue. For instance, regarding the
impact of σ1 on the fastener 130 at 500 MHz, we note that,
depending on the set of parameters, a low σ1 (blue points) can
lead to decrease the current (negative values) as well as increase
the current (positive values) in the fastener 130. This result is
very promising about the accuracy of our model.

In addition, Fig. 12 illustrates that another influential pa-
rameter is the resistance of the fasteners adjacent to the one
concerned. Obviously, the resistance of an adjacent fastener is
strongly positively correlated with the current measured in the
considered fastener. It means that the higher the adjacent fastener
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resistance, the higher the current in the considered fastener, and
vice versa. For example, looking at the results of fastener 160
at 500 MHz, we observe the positive correlation on the adjacent
fasteners 161, 159, 162, 158, and 163. Unsurprisingly, the closer
the neighbor, the greater the impact. However, this local effect
is milder at low frequency. Indeed, as mentioned in the previous
section, more parameters should impact the output at very low
frequency than at higher frequencies (which Fig. 12 does not
highlight because our model is not able to perform well at very
low frequencies, and Fig. 12 is only based on model predictions).
Since the decision boundaries of XGBoost are aligned with the
coordinate system, the effective dimension at higher frequencies
is much smaller than the original feature dimension (as the model
is able to ignore irrelevant features). At low frequency, due to
a higher effective dimension and the curse of dimensionality, a
higher number of samples is required to learn. Thus, we believe
this effect can be confirmed and the quality of model predictions
can be drastically improved at low frequencies by increasing the
amount of training data.

Finally, Fig. 12 also shows that the current in specific fasteners
can be strongly influenced by the resistance of the fasteners close
to the injection. This is illustrated in the case of the fastener
75 where fasteners 48 and 50 present an important correlation
at 500 and 990 MHz. Indeed, the higher their resistances, the
higher the current in fastener 75. It can be explained by the fact
that if the resistances of fasteners 48 and 50 are high, then the
current will mainly flow in the panel instead of privileging a rib
path. As a result, more current will flow close to fastener 75,
and, consequently, more current will flow into fastener 75.

D. Computational Cost

On a personal device, XGBoost requires in average 3.72 s to
train for a given output dimension, which corresponds to 11.2
days for all 260 000 target dimensions. This computation only
needs to be performed once. After training, a model requires in
average 10.8 ms to perform a single prediction. This corresponds
to 2.81 s on a personal device for all 260 000 target dimensions.
Both training and predicting are easily parallelizable, and the
costs can be further brought down by subsampling output di-
mensions. Such computational cost is negligible compared to
performing simulations and justifies the use of XGBoost as a
cost-effective approximation of fastener currents.

IV. CONCLUSION

This article proposes a machine learning approach based on
the decision tree to predict the lightning currents on the fasteners
of an aircraft fuel tank. From an FDTD modeling of the fuel tank,
we completely describe the system with 264 input parameters,
which corresponds to the 260 fastener resistances and the 4
material conductivities, as well as the 260 lightning currents
sampled in 1000 frequencies between 100 Hz and 1 MHz. We
build the database from 2000 simulations, where each fastener
resistance takes a stochastic value drawn from the log-normal
law (as shown in [9]), and where each material conductivity is
drawn from a uniform law. As a result, we aim to predict 260 000
outputs, which correspond to each fastener current module at
each frequencies. Then, several machine learning approaches

(k-nearest neighbors, SVR, XGBoost, and a neural network)
are explored that lead to significantly better performance for
XGBoost decision tree ensembles based on relative error and
coefficient of determination. Indeed, XGBoost outperforms the
other proposed models with an averaged coefficient on all output
dimensions of 0.948 and an averaged relative error on all output
dimensions of 5.9% while the second best model has only an
averaged coefficient of 0.524 and an averaged relative error of
19%. Thus, we focus our work on XGboost. Further analyzes
show the following:

1) for most fasteners, we predict well the currents (with a
relative error average over frequencies less than 10%);

2) the prediction accuracy increases with frequency;
3) the prediction accuracy is independent on the current

amplitude to predict (except for the lowest frequencies).
The difficulty of the model to predict the lowest frequen-

cies is assumed to be due to the large number of parameters
impacting the current path at these frequencies rather than at
higher frequencies where the current is driven by the inductive
effects. Moreover, using SHAP, we analyze the impact of the
input parameters. The results illustrate the following.

1) the primary fastener parameter (its own resistance) always
plays a major role in the current distribution of the con-
sidered fastener;

2) other parameters may also play an important role, espe-
cially at higher frequencies depending on the position of
the fastener under consideration, such as the conductivities
of the associated materials due to the current path induced
by inductive effects at these frequencies or the resistance
of the fastener close to the injection;

3) our model is able to take into account nonmonotonous
effects where a specific parameter at the same value can
have a positive or negative impact on the considered fas-
tener depending on the set of parameters. All these results
are very promising.

Furthermore, a discussion about the computational cost is
performed and highlights one of the main advantages of the
proposed approach with a prediction in 2.81 s on a personal
device for all 260 000 target dimensions (after training) that
obviously outperforms the computational cost of the FDTD
simulation. In addition, this kind of machine learning model
allows us to perform further parametric studies with a low
computational cost. Finally, we obtain very good results with
few training data (relative to the question at hand). We believe
there is much potential from improving the quality of predictions
(especially at low frequencies) simply by increasing the number
of training simulations.
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